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ABSTRACT

This article deals with the problem of factoring a large sparse positive definite matrix on a
multiprocessor system. The processors are assumed to have substantial local memory but
no globally shared memory. They communicate among themselves and with a host
processor through message passing. Our primary interest is in designing an algorithm
which exploits parallelism, rather than in exploiting features of the underlying topology of
the hardware. However, part of our study is aimed at determining, for certain sparse
matrix problems. whether hardware based on the binary hypercube topology adequately
supports the communication requirements for such problems. Numerical results from
experiments running on a multiprocessor simulator are included.
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1. Introduction

This article deals with the problem of factoring a large sparse positive definite matrix
A on a multiprocessor system. It is assumed that the system supports message passing
among individual processors. and that each processor has a substantial amount of local
memory. We assume also that there is no globally shared memory. These assumptions
are appropriate for a number of recent commercially available machines. such as the
binary hypercube multiprocessors marketed by Ametek. Intel and NCUBE corporations. In
[8]. a parallel algorithm was developed for solving dense positive definite systems on such
machines. so this article can be regarded as a sequel to that work. in which the sparsity of
the problem is addressed and exploited.

The process of solving large sparse positive definite systems typically involves four

distinct steps:

1. (Ordering) Find a good ordering P for A. That is. a permutation matrix P so
that PAPT has a sparse Cholesky factor L. This is usually referred to as the

ordering problem.

2. (Symbolic factorization) Determine the structure of the Cholesky factor L of

PAPr. and set up a data structure for this factor.

3. (Numerical factorization) Place the elements of A into the data structure, and

then compute L.

4. (Triangular solution) Using the computed L. solve the triangular systems Ly =Pb.
L T z=y. and then set x =Pr z.

The problems of implementing an ordering algorithm and performing the symbolic
factorization procedure on a multiprocessor machine are major projects that will be
considered in a subsequent article. In this paper we develop and test a parallel algorithm

for step 3 only.

Before proceeding with the description and details of the algorithm, some general
remarks about the design and implementation of parallel algorithms should be made.
First. it should be kept in mind that the objective is speed-up. That is. given a p-processor
machine, we would like to solve our problem in time that is as close as possible to a factor
of p less than that needed to solve the same problem on a single processor version of the
machine, using the best serial algorithm available. Of course in the latter case we assume
that the single processor machine has adequate memory, presumably much more than the
amount available to a single processor in the multiprocessor configuration.

There is a tendency to focus on processor utilization in studying parallel algorithms.

However, while high processor utilization is a necessary condition for good speed-up, it is
clearly not sufficient; the processors have to be doing useful work. Thus, in order to
achieve our objective, it is necessary to be able to distribute the computation
approximately uniformly across the processors. to identify sufficient parallelism so that
most of the computations can be performed simultaneously. and to reduce the amount of
communication among the processors.

Let us assume that -e are able to achieve this distribution. Except in unusual
circumstances, some comr.nication among the processors will be required during the

computation. This leads us to an important point about communication traffic.
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Ideally, every processor in the system should be able to send a message directly to
any other processor. However. for large p. economics make building machines with such a
capability infeasible, so most local-memory multiprocessors provide physical
communication links among only a few nearest neighbors in some geometric layout.
(Common topologies include the ring. the two-dimensional regular grid and the binary
hypercube.) A consequence is that a message to be sent from processor i to processor j
may have to traverse several physical links, and be forwarded by processors along the
transmission path.

It is therefore useful to distinguish between logical and physical data traffic. By the
logical traffic from processor i to processor j. we mean the amount of data originated
from processor i that must be received and utilized by processor j. On the other hand.
we use physical traffic from i to j to refer to the total amount of data traffic that actually
flows on the physical link (assuming it exists) from processor i to j in the multiprocessor
network. If there is no direct link between processors i and j. the amount of physical
traffic will always be zero even if there is some logical data traffic between them. In this
case. data originated from processor i and required by processor j has to travel through
one or more intermediate processors in some transmission path before reaching j.

It is clear that logical traffic is determined by the way in which the total computation
has been distributed across the processors. and physical traffic further depends on the
underlying hardware topology and routing strategies. Loosely speaking, logical traffic is a
function of the algorithm only. while physical traffic is a function of both the algorithm
and the hardware.

An outline of the paper is as follows. In Section 2. we review the basic Cholesky
algorithm for the dense matrix case, and examine the effect of ordering for the sparse case.
Although we defer the discussion of a parallel algorithm for computing an ordering until a
later paper. the choice of the ordering can have a drastic effect on both the sparsity of the
triangular factor and the degree of parallelism that can be exploited in computing it. For
the numerical experiments reported in this paper. the ordering is computed by a standard
sequential algorithm. The design and implementation of the parallel algorithm for sparse
numerical factorization are presented in Section 3. and the results of our numerical
experiments in Section 4.

2. Sparse Cholesky Factorization

2.1. Dense Case the Basic Algorithm

We begin by providing a column-oriented version of the basic Cholesky factorization
algorithm, described in the following algorithmic form.

h!
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for j :- 1 to n do
begin

fork :-ltoj-do
for i :- j to n do

aij :- aij - aik "aJlk

ajj aj
fork :-j+l ton do

akj :- akJ / ajj
end

It is shown in [9] that this form of Cholesky factorization. the so-called column-
Cholesky formulation, is particularly well suited to medium- to coarse-grain parallel
implementation. It was found to have the best combination of work-load balance and
overlapped execution in the outer loop sub-tasks. This version is implemented for
shared-memory multiprocessors in [9]. and for various local-memory architectures
supporting message passing in [8.13].

Following [9]. we let Tcol(j) be the task that computes the j-th column of the
Cholesky factor. Each such task consists of the following two types of subtasks:

1. cmod (j A ) : modification of column j by column k (k <j):

2. cdiv (j) : division of column j by a scalar.

Thus. in terms of these sub-tasks, the basic algorithm can be expressed in the
following condensed form.

for j :- 1 to n do
begin

fork :- ltoj-do
cmod QjA

cdiv ()
end

We now consider the potential for parallelism in the above formulation of the
algorithm. We implicitly assume throughout this paper that the crnod and cdiv operations
are atomic in the sense that we do not attempt to exploit parallelism within them.
although such exploitation is clearly possible.

Note first that cdiv (j) cannot begin until cmod (Q A) has been completed for all
k < j, and column j can be used to modify subsequent columns only after cdiv (j) has
been completed. However, there is no restriction on the order in which the cmod
operations are executed. and cmrud operations for different columns can be performed
concurrently. For example. after cdiv(1) has completed. cmod (2,1) and cmod (3.1) could
execute in parallel. These precedence relations are depicted in Fig. 1.
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cmod(j+l,j) cmod(j+2,j) cmod(n,j)

cdiv(j)

cmod(j,l) cmod(j,2) cod(jJ-1)

Fig. 1: Subtask precedence graph for column-Cholesky.

2.2. Parallel Sparse Column-Cholesky and the Effect of Ordering

The main difference between the sparse and dense versions of the algorithm stems
from the fact that for sparse A . column j may no longer need to be modified by all
columns k < j. Specifically. column j is modified only by columns k for which lJk ;d0.
and after cdiv (j) has been executed. column j needs to be made available only to tasks
Tcol (r) for which /$, 00. This can be understood easily by examining the basic form of

the algorithm displayed at the beginning of section 2.1. If ajk =0. it is obviously
unnecessary to execute the loop on i. since it has no effect.

Ideally, we would like to choose an ordering for the matrix A which achieves a
number of objectives. First. just as in the use of serial machines, we would like to
preserve sparsity and obtain a low arithmetic operation count. In addition, the ordering
should allow a high degree of parallelism, and allow the distribution of the computation
across the processors in a way that allows the parallelism to be exploited without
requiring an inordinate amount of communication.

Fortunately, these objectives turn out to be mutually complementary. In order to
gain insight into this problem. it is useful to introduce the notion of elimination trees for
sparse Cholesky factors [3.16].

Consider the structure of the Cholesky factor L. For each column j <n. if column
j has off-diagonal nonzeros. define yfj] by

)[j] = min{i I l, P0. i>j •

that is. y(j I is the row subscript of the first off-diagonal nonzero in column i of L. If
column j has no off-diagonal nonzero, we set v[j I = j. (Hence y[n ]=n.)

We now define an elimination tree corresponding to the structure of L. The tree has

n nodes, labelled from 1 to n For each j. if y(j] >j. then node )l(j] is the parent of
node j in the elimination tree. and node j is one of possibly several child nodes of node
y[j]. We assume that the matrix A is irreducible, so that rt is the only node with

IZ
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y[j]j and it is the root of the tree. Thus, for 1 <] <n, y[j] >j. (If A is reducible.

then the elimination tree defined above is actually a forest which consists of several trees.)

There is exactly one path from each node to the root of the tree. If node i lies on the path
from node j to the root, then node i is an ancestor of node j, and node j is a descendant
of node i.

An example to illustrate the notion of elimination trees is provided by the structure
of the Cholesky factor shown in Fig. 2. with the associated elimination tree being shown in
Fig. 3. Elimination trees have been used either implicitly or explicitly in numerous articles
dealing with sparse symmetric factorization [1.2,3.6.7,12,14,16,17,18,19,20]. In particular,
the paper [18] uses the elimination tree as a model to study the parallel sparse Cholesky
factorization algorithm in a shared-memory multiprocessor. In addition, Duff [2] is
exploring the use of elimination trees in the parallel implementation of multifrontal
methods.

x
I

_ = x x
xx

x xxx

Fig. 2: Structure of a Cholesky factor.

5

42

3

1

Fig. 3: The elimination tree associated with the Cholesky factor in Fig. 2.

The elimination tree provides precise information about the column dependencies.
Specifically. cdiv Gi) cannot be executed until cdiv Qj' has completed for all descendant
nodes j of node i.

The elimination tree has simple structure that can be economically represented using
-y. as shown in Fig. 4. Thus, the representation requires only a single vector of size n .

N. 1. le- J"* * *~~ * 4

~ .w4.~*I- - * 4 ~~* 4C
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j 1 2 3 4 5 6
,[j] 3 5 4 5 6 6

Fig. 4: Computer representation of the tree of Fig. 3.

In order to see the role that elimination trees might play in identifying parallelism.
we now consider two different orderings of the same problem. and study their
corresponding elimination trees. Consider a 3 by 3 grid problem, where the 9 vertices of
the grid are numbered in some manner, and the associated matrix A has the property that
aij ;00 if and only if vertex i and vertex j are associated with the same small square in
the grid. Two different orderings of the grid are given in Fig. 5, the associated Cholesky
factors are displayed in Fig. 6. and their corresponding elimination trees are shown in Fig.
7.

Fig. 5: Two orderings of a 3 by 3 grid.

.1'l

x x
x x x

x x x
x x xx x

xx x xxxxx
xx x xxxxx

x x xxx xxxx
d xxxxx x x x xxxxx

x X x x x xx x xxxx

Fig. 6: Structure of the ('lesky factors for the orderings of Fig. 5.
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9 7

8 6

7 5

4

2

* Fig. 7: The elimination trees associated with the matrices in Fig. 6.

* The elimination tree on the left is typical of those generated by orderings that are
good in the sense of yielding low fill and low operation counts. Its tree structure is short
and wide, and such trees and their associated orderings lend themselves well to parallel
computation. For example. it should be clear that Tcol(l). Tcol(2), TcoI(3), and Tcol(4)
can start immediately in parallel. Moreover, when they have completed execution. TcoI (5)

* and Tcci (6) may proceed independently. The remaining tasks are no different than those
for a dense matrix, and the findings in [8] apply equally well here.

On the other hand, the band-oriented ordering shown above is undesirable because it
imposes the same serial execution on the cdiv operations that is imposed in the dense case
(note, however, that even in the dense case, some cnw4 operations can still be carried out
concurrently 191). Moreover, the operation counts and fill-in are inferior to that of the
first ordering.

In the elimination tree, if node i and node j belong to the same level of the tree, it is
clear that the tasks TctlX'U ) and Tco(j) can be performed independently so long as the
tasks associated with their descendant nodes have all been completed. In order to gain

* high processor utilization. it is therefore desirable to assign, if possible. nodes on the same
level of the tree to different processors. An overall task assignment scheme will then

e W, r

I-* ,, )a'A
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correspond to assigning the Tcol(i) tasks to successive processors in a breadth-first
bottom-up manner from nodes of the elimination tree.

It should be pointed out that some of the practical fill-reducing orderings will
already order the nodes of the elimination tree in this desirable sequence. They include
the recent implementation of the minimum degree ordering using multiple elimination [15]
and a version of the nested dissection ordering [101. In such cases, the task assignment
scheme corresponds to the straightforward wrap-around assignment. where task Tcol (i)
will be assigned to the processor s. given by s = (i -1) mod p.

*- 3. Design and Implementation

In this section. we consider the design and implementation of a sparse Cholesky

factorization algorithm appropriate for a parallel multiprocessor with local memory. Let
A be the given n by n sparse symmetric positive definite matrix with Cholesky factor L.
We assume that the matrix has already been permuted by some fill-reducing ordering

appropriate for parallel elimination.

As before, we let Tcol (.) be the task of computing the j -th column of the sparse
Cholesky factor L. This task consists of the two types of subtasks: cmod(j,k) and
cdiv (j).

In the sparse case, the task Tcol () can be expressed in the following algorithmic

form:

for each k with nonzero 1, and j > k do
cmod ( )

cdiv (j)

It should be clear that the number of cmod operations required in the task Tcol(j ) is
given by the number of off-diagonal nonzeros in the j-th row of L. To facilitate our
discussion, we introduce the vector nmod [* ]. where the value nmod [j ] is the number of
column modifications cmod required in the execution of Tcol (j). This vector can be
obtained by simply counting the number of off-diagonal nonzeros in each row of L.

Consider the symmetric factorization of A in a given parallel message-passing
multiprocessor environment. Let p be the number of processors in the parallel machine.
We assume that an assignment of the column tasks Tcol(* ) to the computational nodes of

the multiprocessor has been given. For definiteness, let map [* I be the mapping of these n

tasks into the p processors. That is. map (j I will be the processor that is responsible for
the performance of the task Tcoi(j), and hence the computation of column j of L. It
should be pointed out that the effect of task-to-processor assignment on load balancing
and communication cost can be studied by choosing different map [* ] functions.

In the parallel environment, we further assume that there are two primitives: send
and await. Execution of a send does not cause the sending process to wait for a reply. On
the other hand. execution of an await causes the process executing it to be suspended until
the message is received. Mess, ges that arrive at the destination process before the
execution of the receiving await are placed in a queue until needed.

We shall now describe, in an algorithmic form, the work to be performed by the host
and node processors. Each node processor uses a multisend routine, which will be

discussed later in detail.

- ., .. -. -... • .-* ,* -* - "- .'. . .. . . .D. -" ; " - .'," "." " " " " ' ' - 7
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HOST processor:

Determine the mapping function map [*]
for s :- 1 to p do /* broadcast map[*] */

send map [*] to processor s

Determine the nmod [.] function

for j :- 1 to n do
send column j of A and nmod [j ] to processor map [j]

repeat n times do
await a column of L and store it into the data structure

NODE processor s:

await map [, ] from the host
compute ncol (using map). the number of columns to be processed by processor s

/* obtain columns from the host and eliminate if possible */
repeat nco times do
begin

await a coiumn j of A and nmod (l from the host
if nmod[j ] 0 then
begin

cdiv (j)
multisend (j. L.j)

end
end

ncol :- nc!d - number of columns received with zero nmnod

/* main loop: driven by the incoming columns */
while nwol > 0 do
begin

await a column of L, say L.o
for each offdiagonal nonzero ljt with map [j] - s do
begin

cmod(jA

nmod[j] :- nmod [j ]-1
if nmod[j ] - 0 then
begin

cdiv (j)
multisend ( , L.j)
ncol -neol-I

end
end

end

It is clear that the host processor is merely responsible for the initiation of the tasks by
sending the relevant information to each node processor. and then for the collection of the
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computed columns of the factor matrix L. In each node processor. a routine called
multisend is used. Its function is to send the column L.j to the host processor and also to

all the node processors that require this column for performing modifications. Specifically.

this routine can be formulated as follows.

Subroutine multisend (j. L.):

for each processor d such that for some i > j ; 0 and map[i] i d do
send L., to processor d

send L.j to the host

It should be emphasized that the routine multisend should only send one copy of the
column L4. to a processor even though the processor may use this column to modify more
than one column in this processor. Furthermore. the routing strategy in the distribution
of the column L,) to the processors concerned can be changed by simply coding a new

.4,' version of multisend.

There are a few points worth mentioning in the scheme for each node processor. As
soon as a column L., of L is completely formed. it is immediately sent to the other
processors that need this column. including the node processor that computed L,) if that
node processor also needs L.j. A node's sending messages to itself in such circumstances
makes the logic and programming much cleaner. This should not result in a significant
performance penalty in any reasonable multiprocessor design since it should involve
merely an internal movement of data. The immediate transmission of completely formed
columns allows an overlapping of column elimination and column input from the host in
the repeat loop in the algorithm. More importantly, by making columns of L
immediately available, this will reduce wait time on node processors.

Note also that the main loop is driven by the incoming columns of L. This implies
that the parallel algorithm is working at the granularity level of the subtasks cmod (j k )
and cdiv (j). rather than at the level of the tasks Tco (j). This is in direct contrast to the
serial implementation of the sparse Cholesky method (for example. SPARSPAK [11] or
YSMP [5]). where each Tcol(j ) is executed and completed in succession.

Another important characteristic of this formulation is that it is independent of the
interconnection network topology. In other words, the parallel algorithm as formulated is
applicable to any parallel multiprocessor in a message-passing environment. For different
processor interconnections, it may be desirable to choose a different task-to-processor
mapping function map [* or a different message routing strategy. But the basic algorithm
remains unchanged.

4. Experiments and Conclusions

In the previous sections our discussion has been independent of the interconnection
topology of the multiprocessor. Our objective has been to distribute the workload
uniformly and to reduce the amount of communication that must be performed. In this
section we report some experimental results obtained from an implementation of our
algorithm running on a binary hypercube multiprocessor. For background information
about hypercube multiprocessors. see [8] and the references contained therein.

-. 1-1

.4
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In order to test our implementation. and to gain some information on communication
traffic, we solved some finite element problems derived from a sequence of L-shaped

triangular meshes described in [10]. The ordering used for these problems was an
automatic nested dissection ordering produced by the algorithm described in [10]. The
Tcol (i) tasks were assigned to the processors in a simple serial wrap-around manner, with
no account whatsoever being taken of the underlying topology of the hypercube
multiprocessor. Both the ordering and the symbolic factorization phases were done in
serial mode. Parallel versions of these algorithms are under development.

Our experiments were conducted using a binary hypercube simulator written by T.
H. Dunigan of the Oak Ridge National Laboratory. For details about the simulator, see
[4].

Statistics on both the logical and physical communication for one of the problems
were collected, as shown in the tables that follow. The results reported are typical of
those found in experiments for other problems in the set of nine problems in [10]. The
entry in row r and column c of each table is the amount of data traffic from the processor
corresponding to row r to the one corresponding to column c. Thus. the entries in the last
row of the tables represent traffic from the host processor to the individual node
processors.

We have included both communication counts and volume in the statistics.
Communication count simply refers to the number of messages sent. Note that a message
associated with the nonzeros of a column includes the number of nonzeros. the subscript
information and the actual nonzero values. The volumes reported are the total number of

bytes transmitted. In the experiments, an integer requires 4 bytes, and a floating point
number requires 8 bytes.

0 1 2 3 4 5 6 7 Host

0 106 121 115 107 111 106 106 100 126

1 108 100 120 108 107 100 100 101 127

2 108 102 99 118 112 105 100 98 126

3 105 105 104 99 120 112 109 104 126

4 99 103 102 99 93 120 113 103 126

5 110 106 98 97 90 95 118 106 126

6 116 112 107 102 100 97 94 117 126

7 118 116 113 101 110 103 98 97 126

Host 127 128 127 127 127 127 127 127 0

Table 1: Logical communication counts among 8 processors for n = 1009.

* s"Jt. *, f~rC 4' %U ~ ,, !%
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0 1 2 3 4 5 6 7 Host

0 31692 33576 32916 31656 32412 31776 31716 30972 34116

1 30504 29232 32040 30408 30540 29748 29724 29748 32724

2 30864 30048 29484 32088 31524 30552 29868 29676 33096

3 30768 30828 30720 30072 32640 31500 31260 30528 33420

4 29664 30180 30108 29628 28884 32160 31248 29988 32928

5 30552 30060 29076 28944 27996 28536 31464 30024 32364

6 32028 31656 31032 30252 30216 29688 29100 32088 33240

7 32496 32244 31848 30336 31536 30600 29832 29856 33372

Host 42224 40832 41204 41528 41036 40472 41348 41480 0

Table 2: Logical communication volume among 8 processors for n -1009.

0 1 2 3 4 5 6 7 Host

0 106 438 423 0 423 0 0 0 126

1 441 100 0 423 0 408 0 0 127

2 438 0 99 426 0 0 415 0 126

3 0 444 435 99 0 0 0 445 126

4 403 0 0 0 93 428 422 0 126

5 0 411 0 0 427 95 0 425 126

6 0 0 437 0 414 0 94 418 126

7 0 0 0 448 0 445 425 97 126

Host 127 128 127 127 127 127 127 127 0

Table 3: Physical communication counts for 8 processors and n -1009.



- 13-

0 1 2 3 4 5 6 7 Host

0 31692 125460 124308 0 126876 0 0 0 34116

1 124320 29232 0 120468 0 119760 0 0 32724

2 124596 0 29484 123624 0 0 121620 0 33096

3 0 126336 123684 30072 0 0 0 125928 33420

4 119580 0 0 0 28884 124176 123924 0 32928

5 0 118632 0 0 122712 28536 0 120960 32364

6 0 0 124968 0 121980 0 29100 122724 33240

7 0 0 0 126924 0 126276 122280 29856 33372

Host 42224 40832 41204 41528 41036 40472 41348 41480 0

Table 4: Physical communication volume among 8 processors for n -1009.

There are several noteworthy aspects of the numbers in Tables 1-4. First. observe
that the logical communication is quite evenly distributed among all the processors. That
is. the algorithm generates about the same amount of traffic between any and every pair of
processors.

Entries in the logical communication tables associated with the processor nodes are all
nonzero. However, there are a number of zero entries in the physical communication table.
Indeed. each zero in the tables (except for the "'Host" row and column) means that a
physical link does not exist between the two associated processors. For example. there is
no direct link between processors 0 and 3. The messages from processor 0 to 3 must be
directed through an intermediate processor. processor 1. This will have the effect of
increasing the physical traffic from processor 0 to 1 and from processor 1 to 3. This
explains why the nonzero entries in the physical communication tables are much larger
than the corresponding entries in the logical communication tables.

Furthermore. it is interesting to observe that the actual physical links in the
hypercube topology all carry about the same amount of traffic. Thus. it would appear that
this particular topology adequately supports the actual (logical) traffic generated by the
algorithm, at least for this class of sparse problems.

In order to determine what our implementation achieved in actual speed-up, we ran
our code using one processor and eight processors, and in addition we ran the best serial
code we have available.

A comparison of the times for the serial code and the parallel code with one processor
was done to assess the cost incurred in the parallel implementation per se. It is
noteworthy that the penalty is quite substantial, in the neighborhood of 25 percent. This
is different from experience with solving dense systems on multiprocessors. where the
performance of the best serial code and the parallel code running on one processor are
comparable [8]. This is to be expected for the dense case. since the parts of the codes
where the majority of the computation is done are identical. However, serial codes for
sparse Cholesky factorization gain important performance advantages through heavy use
of context. For example, efficient processing and storage of a column depend on rapid and
direct access to information about certain selected previous columns. This context is
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inevitably lost in a parallel implementation. since the columns are distributed among
many processors, and the use of such context would almost certainly require prohibitive
amounts of communication. Thus, the data structures and computational schemes used in
the serial and parallel implementations are quite different.

Another aspect of parallel sparse matrix computations that tends to make them less
efficient than their dense counterparts is that the associated messages in sparse parallel
implementations tend to be shorter. The time required to transmit a message from one
processor to another typically involves a fixed startup time plus a cost proportional to the
message length. It is therefore desirable to have a few large messages rather than many
small ones in parallel computations, but this is difficult to achieve for sparse matrix
computations.

The results of our experiments are contained in Table 5. Note that the "time"
reported is artificial. The simulator measures time simply as the number of machine
instructions executed, with no distinction being made between the relative cost of
executing instructions of different types.

RESULTS ON SPEED-UP

n serial one processor eight processors

time time speed-up time speed-up

265 719606 1027215 .70 285614 2.52
406 1462056 2005731 .73 484443 3.02
577 2567430 3454271 .74 776278 3.31
778 4022592 5357658 .75 1120536 3.59
1009 6112334 8060091 .76 1591583 3.84

Table 5: Speed-up for one processor and 8-processor configurations.
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